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#### Abstract

An accurate method for numerical calculations of matrix elements and for solving the eigenvalue problem in quantum mechanics is presented. Methods for numerical interpolation, differentiation and integration provide 15-digit accuracy with double-precision arithmetic operations. A method for solution of the eigenvalue problem of an ordinary differential equation by using discretization and matrix eigenvalue methods provides 13- to 15-digit accuracy. The efficiency of the proposed methods is demonstrated by the applications to bound states for the linear harmonic oscillator, anharmonic oscillators, the Morse potential and the modified Pöschl-Teller potential.


PACS numbers: 02.60.- $\mathrm{x}, 02.70 .-\mathrm{c}, 03.65 .-\mathrm{w}, 31.15 .-\mathrm{p}$

## 1. Introduction

Since the development of wave mechanics [1] the Schrödinger equation has been applied to many fields in quantum mechanics [2-6]. Exact analytic solutions with special or other mathematical functions are obtained for limited cases of, for example, a free particle, linear harmonic oscillator and hydrogen atom. Approximation methods for solutions, such as perturbation, variation and Wentzel-Kramers-Brillouin (WKB), have been extensively used but their applicable range is rather restricted for practical problems. In order to overcome these limitations, numerical methods of solution by matching or shooting wavefunctions obtained by the Numerov method have been developed for atomic structure calculations since the early days of wave mechanics [7-11]. Though pioneering works have provided fruitful insight into atomic structure calculations, errors in numerical calculations are usually larger than 1.0D-8 $\left(=1.0 \times 10^{-8}\right)$ for eigenvalues, so that further improvements in accuracy are necessary. The approach via shooting for eigenvalues and expectation values, and using Richardson extrapolation for eigenvalues, has been proposed in [12-20] but provides no description of the accuracy of the eigenfunctions, off-diagonal matrix elements between
different eigenfunctions or matrix elements such as derivatives. Another method of solution is the discretized matrix eigenvalue problem [21-25]. Though the higher-order finite difference formulae for the second derivative have been used, the eigenvalues had only 8-digit accuracy. Accurate calculation of eigenvalues and eigenfunctions, and of matrix elements, is basic to a wide range of applications of quantum mechanics.

The main theme of the present paper is highly accurate calculations for quantum mechanics using the simplest possible methods. They are very useful in large-scale computations in atomic and molecular physics. Our final aim is to calculate matrix elements such as total energies, transition probabilities in photoabsorption and photoelectron spectra of atoms and molecules; high accuracy is required for the case where small matrix elements play an important role, for example, inelastic collisions between charged particles and molecules. In previous papers $[26,27]$ we presented a method of accurate single-centre and multicentre numerical integration and demonstrated its applicability to atomic structure and molecular orbital calculations, respectively. Matrix elements for atomic structure calculations with 15-digit accuracy, which is the highest accuracy achieved in double-precision arithmetic operations, were obtained by using Gaussian quadrature rules for the exact analytic solution of a hydrogenic basis function. Matrix elements with 10 -digit accuracy were obtained for the numerical basis set, in which the wavefunction is given in a tabular form at discrete points, and functions at other points are calculated by interpolation. The topics needing improvement for these investigations are the accuracy relating to the integrand, because a loss of significant digits occurs frequently during a process involving a large number of computations. The first topic for improvement is interpolation with 10-digit accuracy because it is used ubiquitously. The second topic is numerical derivatives. The calculation of derivatives has been generally avoided because adequate accuracy has not been achieved. This, however, restricts the applicability of the numerical calculations. The third topic is numerical integration. In addition to Gaussian quadrature rules, accurate numerical integration using functions only at tabular points is frequently used during the process of calculation. The fourth topic is improvement in the accuracy of eigenvalues and eigenfunctions of the Schrödinger equation. Although a large number of references on numerical analysis [28-37], interpolation [38-40], numerical derivatives [28, 29, 31, 41, 42], integration [42-47], the twopoint boundary-value problem of ordinary differential equations [48-50] and the eigenvalue problem of the Schrödinger equation [12-25] show formulae and typical examples of calculations, the ultimate performance of the calculation method has not yet been fully investigated. It is a challenging and non-trivial problem to overcome the loss of accuracy in these arithmetic operations. After trials for improving accuracy we found that the classical methods, such as Lagrange interpolation, numerical derivatives, central-difference integration formula and finite difference methods, provide accurate results. Though they are well known, their ultimate performance has not been well recognized. Since the classical methods are simple, they serve as powerful tools across a wide range of research areas. Since the problem is general, we summarize the relation between quantum mechanics and numerical calculations in section 2. In section 3 we present the calculation method. Section 4 is devoted to results and discussion. We take examples from the one-dimensional potential problem, the linear harmonic oscillator [1-6,51], anharmonic oscillators of the potential $v(\xi)=$ $\mu \xi^{2}+\lambda \xi^{4}[12,14,15,18,19,23,24,52-70]$ and $V(\xi)=\xi^{2}+\lambda \xi^{2} /\left(1+g \xi^{2}\right)[18,23,24,71-79]$, the Morse potential [2-6,19,22,25,51,80-84] and the modified Pöschl-Teller potential [3-5] in order to clearly demonstrate the performance of our method, as accurate solutions by other techniques exist in many fields of physics and chemistry. Applications to atomic structure calculations will be published elsewhere. In the appendix, the central-difference integration formula of high degree is derived.

## 2. Relation between quantum mechanics and numerical calculation

The one-electron Hamiltonian of quantum mechanics in one dimension is given by

$$
\begin{equation*}
H=-\left(\hbar^{2} / 2 m\right)(\mathrm{d} / \mathrm{d} x)^{2}+U(x) \tag{1}
\end{equation*}
$$

where the first term is a kinetic energy with mass $m$ and Dirac constant $\hbar$ and the second term is the potential energy. The wavefunction $\psi_{\nu}$ belonging to the eigenenergy $E_{\nu}$ of the quantum number $\boldsymbol{\nu}$ satisfies the Schrödinger equation

$$
\begin{equation*}
H \psi_{v}=E_{\nu} \psi_{\nu} \tag{2}
\end{equation*}
$$

with suitable boundary conditions. Thus the eigenvalue problem in quantum mechanics is the boundary-value problem of the second-order ordinary differential equation.

With the wavefunctions we can calculate matrix elements of the operator $A=$ $A\left(x, \mathrm{~d} / \mathrm{d} x,(\mathrm{~d} / \mathrm{d} x)^{2}\right)$ :

$$
\begin{equation*}
\langle\nu| A\left|\nu^{\prime}\right\rangle=\int_{-\infty}^{\infty} \mathrm{d} x \psi_{v}(x) A \psi_{\nu^{\prime}}(x) \tag{3}
\end{equation*}
$$

The matrix elements are, for example, the orthonormal integral $\left\langle v \mid v^{\prime}\right\rangle=\delta_{\nu v^{\prime}}$ for the operator $A=1$, position $\langle\nu| x\left|\nu^{\prime}\right\rangle$, momentum $\langle\nu|-\mathrm{i} \hbar(\mathrm{d} / \mathrm{d} x)\left|\nu^{\prime}\right\rangle$, potential energy $\langle\nu| U(x)\left|\nu^{\prime}\right\rangle$ and kinetic energy $\langle\nu|-\left(\hbar^{2} / 2 m\right)(\mathrm{d} / \mathrm{d} x)^{2}\left|\nu^{\prime}\right\rangle$. The orthonormal integral with analytic exact wavefunctions provides a check on the accuracy of numerical integration and on the accuracy of the integrand calculated using the interpolation. The matrix elements of the position and potential energy also give another check on numerical integration. The matrix elements of the momentum and kinetic energy give a check on the first and second derivatives calculated by using numerical differentiation. The relation between the eigenvalue and expectation value of the Hamiltonian also gives another check on the accuracy of the matrix elements:

$$
\begin{equation*}
E_{v}=\langle\nu| H|v\rangle /\langle\nu \mid v\rangle=\langle\nu|-\left(\hbar^{2} / 2 m\right)(\mathrm{d} / \mathrm{d} x)^{2}+U(x)|\nu\rangle /\langle\nu \mid \nu\rangle . \tag{4}
\end{equation*}
$$

In evaluating the matrix elements it is important to accurately calculate integrals and integrands at the tabular points and at the intermediate points between the tabular points. In the following, we proceed to calculate accurate interpolation, numerical derivatives, numerical integration and to solve the eigenvalue problem of ordinary differential equations.

## 3. Numerical methods of calculation

### 3.1. Interpolation

Let the mesh points for $x$ be taken equidistant along the linear scale $x$ and a function $y=f(x)$ be given in a tabular form at these discrete points. Let us take a function $y=f(x)$ at $(n+1)$ points $y_{k}=f\left(x_{k}\right), k=0,1,2, \ldots, n$, where $x_{k}$ is arranged in increasing order, and let us calculate the function $f(x)$ at an intermediate point by interpolating between these points. Since the interpolation is used ubiquitously in numerical calculations, it should be simple and accurate. Though methods of interpolation have long been known, their accuracy has not been carefully studied. We demonstrate here that a method of interpolation satisfying the above requirements is the classical Lagrangian interpolation [28,29,33,38-40], where the function is approximated by a polynomial $p_{n}(f, x)$ of degree $n$ :

$$
\begin{equation*}
f(x)=p_{n}(f, x)+R_{n} \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{n}(f, x)=\sum_{k=0}^{n} \ell_{k}(x) f\left(x_{k}\right) \tag{6}
\end{equation*}
$$

and the polynomials $\ell_{k}(x)$ of degree $n$ are the Lagrangian interpolation coefficients:

$$
\begin{equation*}
\ell_{k}(x)=\prod_{j=0, j \neq k}^{n}\left(x-x_{j}\right) /\left(x_{k}-x_{j}\right) \tag{7}
\end{equation*}
$$

The remainder term $R_{n}$ is given by

$$
\begin{align*}
& R_{n}=\pi_{n}(x) f\left[x_{0}, x_{1}, \ldots, x_{n}, x\right] \approx \pi_{n}(x) f^{(n+1)}(\xi) /(n+1)!  \tag{8}\\
& \pi_{n}(x)=\prod_{i=0}^{n}\left(x-x_{i}\right), \tag{9}
\end{align*}
$$

where $f\left[x_{0}, x_{1}, \ldots, x_{n}, x\right]$ denotes the divided difference [28,38-40] and $f^{(n+1)}(\xi)$ is the $(n+1)$ th derivative at $x_{0} \leqslant \xi \leqslant x_{n}$. In the case of equidistant intervals, that is, $h=\left(x_{n}-x_{0}\right) / n$, the truncation error depends on $h, n$ and $f^{(n+1)}(\xi)$. If the function $f(x)$ is continuous and smooth, the truncation error is reduced by increasing $n$, with a suitable choice of $h$ determined by numerical experiments as described later, though the use of lower-order interpolation polynomials has often been recommended [37]. The classical method with Lagrangian interpolation polynomials is also useful if there are many interpolated functions at the same point because the Lagrangian interpolation coefficient at that point is calculated only once and can be used repeatedly. This is often the case in physical problems. The accurate interpolation enables us to calculate numerical derivatives and integrals by using higher-order interpolation polynomials.

### 3.2. Numerical derivative

The numerical derivative at any point can be calculated in two steps. First, the derivatives at the tabulated points are calculated by using the derivative formula obtained by differentiating the Lagrangian interpolation formula (6) and evaluating the derivatives at the tabular points. For the equidistant interval $h$, the $m$ th derivative of $y=f(x)$ at $x_{k}, k=0,1, \ldots, n$, is given in the form

$$
\begin{equation*}
\left[(\mathrm{d} / \mathrm{d} x)^{m} y\right]_{k}=\left(m!/ h^{m}\right)\left[(1 / n!) \sum_{j=0}^{n}{ }_{m n} A_{k j} y_{j}+{ }_{m n} E_{k}\right] \tag{10}
\end{equation*}
$$

where the coefficients ${ }_{m n} A_{k i}$ and the truncation errors ${ }_{m n} E_{k}$ up to $n=10$ are tabulated in $[29,41]$. The formula at the central point is mainly used because the truncation error is minimum. We obtain the formula at the centre $x_{i}$ of the $(n+1)$ points for $n=12$ given by

$$
\begin{align*}
{\left[(\mathrm{d} / \mathrm{d} x)^{2} y\right]_{i}=} & \left(1 / h^{2}\right)(1 / 831600)\left[-50 y_{i-6}+864 y_{i-5}-7425 y_{i-4}+44000 y_{i-3}\right. \\
& -222750 y_{i-2}+1425600 y_{i-1}-2480478 y_{i} \\
& +1425600 y_{i+1}-222750 y_{i+2}+44000 y_{i+3} \\
& \left.-7425 y_{i+4}+864 y_{i+5}-50 y_{i+6}\right]+\mathrm{O}\left(h^{14}\right) \tag{11}
\end{align*}
$$

and for $n=14$

$$
\begin{align*}
{\left[(\mathrm{d} / \mathrm{d} x)^{2} y\right]_{i}=} & \left(1 / h^{2}\right)(1 / 75675600)\left[900 y_{i-7}-17150 y_{i-6}+160524 y_{i-5}\right. \\
& -1003275 y_{i-4}+4904900 y_{i-3}-22072050 y_{i-2}+132432300 y_{i-1} \\
& -228812298 y_{i}+132432300 y_{i+1}-22072050 y_{i+2}+4904900 y_{i+3} \\
& \left.-1003275 y_{i+4}+160524 y_{i+5}-17150 y_{i+6}+900 y_{i+7}\right]+\mathrm{O}\left(h^{16}\right) \tag{12}
\end{align*}
$$

The formulae at the non-central point are exceptionally used at points near the edge of the whole interval, where the central point formula cannot be used. We can calculate the second derivative
either by using the expression for $m=2$ in equation (10) or by using the first derivative twice; both methods are useful. The derivatives can be calculated accurately by choosing the degree $n$ and the width of the interval $h$ as described later. Second, the derivatives at points other than tabulated ones are obtained by interpolating between derivatives at tabular points using the Lagrangian interpolation method as described earlier. Since the Lagrangian interpolation is accurate, errors in the derivatives come from those at the tabular points.

In evaluating the derivatives, the error of the numerical derivative consists of the truncation error $\left(m!/ h^{m}\right)_{m n} E_{k}$ and the round-off error $[29,34,37]$. The truncation error of the first derivative at the tabular point is given in the form $c_{n, 1} h^{n} f^{(n+1)}(\xi)$ and that of the second derivative at the central point is $c_{n, 2} h^{n} f^{(n+2)}(\xi)$, where $c_{n, 1}$ and $c_{n, 2}$ are coefficients that are decreasing functions of $n$. The round-off errors for the first and second derivatives are proportional to $1 / h$ and $1 / h^{2}$, respectively.

### 3.3. Numerical integration

Accurate numerical integration by evaluating functions only at the tabular points can be achieved by using the central-difference integration formula [28]. Let us take a function $y=f(x)$ at discrete and distinct $(n+1)$ points $y_{k}=f\left(x_{k}\right)$, centred at $x_{i}, k=i-(n / 2)$, $i-(n / 2)+1, \ldots, i-1, i, i+1, \ldots, i+(n / 2)$, where $n$ is an even number and $x_{k}$ is arranged in increasing order. The integration formula over the three central points with interval $\left[x_{i-1}, x_{i+1}\right]$ is given in the form

$$
\begin{align*}
\int_{x_{i-1}}^{x_{i+1}} f(x) \mathrm{d} x & =h\left[B_{i-(n / 2)} f_{i-(n / 2)}+B_{i-(n / 2)+1} f_{i-(n / 2)+1}+\cdots+B_{i-1} f_{i-1}+B_{i} f_{i}\right. \\
& \left.+B_{i+1} f_{i+1}+\cdots+B_{i+(n / 2)-1} f_{i+(n / 2)-1}+B_{i+(n / 2)} f_{i+(n / 2)}\right]+\mathrm{O}\left(h^{n+2}\right) \tag{13}
\end{align*}
$$

where $B_{k}$ are constants. Here, in addition to the functions within the interval, the functions outside the interval are also used for evaluating the integral [39]. The integration formulae for $n=2$ (Simpson's rule) and 4 have been shown in [9]. We obtain new integration formulae, with small truncation errors, for $n=6$ and 8 given, respectively, by

$$
\begin{align*}
\int_{x_{i-1}}^{x_{i+1}} f(x) \mathrm{d} x & =(h / 3780)\left[5 f_{i-3}-72 f_{i-2}+1503 f_{i-1}+4688 f_{i}\right. \\
& \left.+1503 f_{i+1}-72 f_{i+2}+5 f_{i+3}\right]+\mathrm{O}\left(h^{9}\right) \tag{14}
\end{align*}
$$

and

$$
\begin{align*}
\int_{x_{i-1}}^{x_{i+1}} f(x) \mathrm{d} x & =(h / 113400)\left[-23 f_{i-4}+334 f_{i-3}-2804 f_{i-2}+46378 f_{i-1}\right. \\
& \left.+139030 f_{i}+46378 f_{i+1}-2804 f_{i+2}+334 f_{i+3}-23 f_{i+4}\right]+\mathrm{O}\left(h^{11}\right) \tag{15}
\end{align*}
$$

The numerical integration over the whole interval can be performed by repeated use of these formulae.

Another accurate method of numerical integration over the whole interval $(-\infty, \infty)$ with a small number of integration points is the Gauss-Hermite quadrature rule:

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(x) \mathrm{d} x=\int_{-\infty}^{\infty} \exp \left(-x^{2}\right) F(x) \mathrm{d} x=\sum_{k=1}^{n} \omega_{k} F\left(x_{k}\right) \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
F(x)=f(x) \exp \left(x^{2}\right) \tag{17}
\end{equation*}
$$

and where $x_{k}$ are zeros of the Hermite polynomials $H_{n}(x)$ of degree $n$ and $\omega_{k}$ is a weight of the Gauss-Hermite quadrature rule [42-47]:

$$
\begin{align*}
& H_{n}(x)=(-1)^{n} \exp \left(x^{2}\right)(\mathrm{d} / \mathrm{d} x)^{n} \exp \left(-x^{2}\right)=2 x H_{n-1}(x)-2(n-1) H_{n-2}(x)  \tag{18}\\
& \omega_{k}=2^{n+1} n!\pi^{1 / 2} /\left[H_{n+1}\left(x_{k}\right)\right]^{2} . \tag{19}
\end{align*}
$$

The function at $x_{k}$ values that are usually different from the tabular points can be calculated by using the accurate interpolation formula in section 3.1.

### 3.4. Numerical solution of the eigenvalue problem of ordinary differential equations by using the matrix eigenvalue method

The differential equation can be transformed into the matrix eigenvalue problem by applying discretization in space coordinates. By using the formula for a second-order derivative at the centre $x_{i}$ of the $(n+1)$-discretized points:
$\left[(\mathrm{d} / \mathrm{d} x)^{2} y\right]_{i}=a_{n} y_{i+(n / 2)}+a_{n-1} y_{i+(n / 2)-1}+\cdots+a_{(n / 2)+1} y_{i}+\cdots+a_{0} y_{i-(n / 2)}$
where $a_{k}=\left(2 / h^{2}\right)(1 / n!)_{2, n} A_{(n / 2), k}$, the differential equation is written as a matrix eigenvalue equation:

$$
\begin{equation*}
A Y=E Y \tag{21}
\end{equation*}
$$

where

$E=\left(\begin{array}{ccccc}E_{0} & 0 & 0 & \cdots & 0 \\ 0 & E_{1} & 0 & \cdots & 0 \\ 0 & 0 & E_{2} & \cdots & 0 \\ \cdots & \cdots & \cdots & \cdots & \cdots \\ 0 & 0 & 0 & \cdots & E_{N}\end{array}\right)$
and

$$
\begin{equation*}
Y=\left(y_{0}, y_{1}, y_{2}, y_{3}, \ldots, y_{N}\right)^{t} \tag{24}
\end{equation*}
$$

where $(N+1)$ is the total number of discretized points and a superscript $t$ denotes the transpose of a vector. Though there are $(N+1)$ eigenvalues and eigenfunctions, only a small number of states that have physical meaning are required. We have to appropriately choose the whole interval in order to avoid deterioration in the accuracy of the eigenvalues and eigenfunctions. The whole interval should be selected so that the magnitude of the tail of the eigenfunction at both ends is small enough, but not too small, in order to avoid deterioration due to numerical errors. From our numerical experiment, the whole interval is adjusted so that the magnitude of the tail of the normalized eigenfunction with the maximum quantum number that is required by the problem ranges over $1.0 \mathrm{D}-15$ to $1.0 \mathrm{D}-10$ at both ends of the whole interval in order to get the relative errors of the eigenvalues around $1.0 \mathrm{D}-15$. Though the formula of the lowest order for the second derivative, $\left[(\mathrm{d} / \mathrm{d} x)^{2} y\right]_{i}=\left(y_{i+1}-2 y_{i}+y_{i-1}\right) / h^{2}$, has been extensively used [48-50], its accuracy is not good enough. By using a high degree formula for the second derivative and choosing the appropriate whole interval, we obtain accurate eigenvalues and eigenfunctions as shown later, though the accuracy was not good enough in [23-25]. The necessary matrix
eigenvalue solvers have been provided by many authors [35-37]. The eigenvalue is calculated by using the Householder transformation for matrix tridiagonalization and the bisection method based on Sturm's theorem [35,36]. The eigenvector is calculated by using an inverse iteration method $[35,36]$ and normalized by using the accurate central-difference integration formula in section 3.3.

Equation (4) may be regarded as a self-consistent equation for $E_{v}$ because the eigenfunction is calculated by using the eigenvalue. Now we can calculate the matrix elements on the right-hand side by using the accurate numerical differentiation and integration described in the preceding subsections. Both the eigenvalues and matrix elements converge to their exact values by increasing the degree $n$ of the second derivative. Numerical experience indicates that the matrix elements converge faster than the eigenvalues, as will be shown later. Coincidence of the two computed quantities provides a method of cross-checking the accuracy between them.

In concluding this section we note the relative and absolute errors. We show the relative error or accurate digits for eigenvalues and integrals such as matrix elements. We show absolute errors for integrands such as normalized wavefunctions and their derivatives, since absolute-error control is important for such integrands for practical numerical integration.

## 4. Results and discussion

### 4.1. Linear harmonic oscillator

As a typical application of the new calculation method, we take the linear harmonic oscillator, because the analytic properties of its solution are well known. The potential is $U(x)=$ $\frac{1}{2} m \omega^{2} x^{2}$, where $\omega$ is the angular frequency [1-6]. The potential is symmetric with respect to $x=0$ and infinite as $|x| \rightarrow \infty$. The number of bound states is infinite for this potential. The Schrödinger equation can be reduced to dimensionless form by introducing units of energy $E_{0}=\frac{1}{2} \hbar \omega$ and of length $\xi=\alpha x, \alpha=(\hbar / m \omega)^{1 / 2}$ and $\lambda=E / E_{0}$, so that it can be rewritten as

$$
\begin{equation*}
\left(-\mathrm{d}^{2} / \mathrm{d} \xi^{2}+\xi^{2}\right) \psi=\lambda \psi . \tag{25}
\end{equation*}
$$

The solution with quantum number $v$ is given by the Hermite polynomial $H_{\nu}(\xi)$ :

$$
\begin{align*}
& \lambda_{v}=2 v+1, \quad v=0,1,2, \ldots  \tag{26}\\
& \psi_{v}(\xi)=\left(\alpha / \pi^{1 / 2} 2^{v} v!\right)^{1 / 2} \exp \left[-\frac{1}{2} \xi^{2}\right] H_{v}(\xi) \tag{27}
\end{align*}
$$

The discrete mesh points along the $\xi$ axis are allocated with equidistant width $h$. The wavefunctions are tabulated at these points.

Figure 1(a) shows the magnitude of the absolute errors of the wavefunctions for $v=0-7$ in the interval [0,10], evaluated at the centres of the interval $h=\frac{1}{64}$ by using the Lagrange interpolation. The absolute errors of interpolation with degree 9 are less than 1.0D-15 and the interpolation often gives exact values shown by nearly vertical lines. Interpolation with degree 3 has absolute errors of less than 1.0D-7. The errors as a function of $\xi$ and $v$ can be understood in terms of the derivative $f^{(n+1)}(\xi)$ in equation (8). Applying the well-known recurrence relation $(\mathrm{d} / \mathrm{d} \xi) \psi_{v}(\xi)=(\nu / 2)^{1 / 2} \psi_{v-1}(\xi)-[(\nu+1) / 2]^{1 / 2} \psi_{v+1}(\xi) n$ times, we see that $(\mathrm{d} / \mathrm{d} \xi)^{n+1} \psi_{\nu}(\xi)$ is given by a product of $\exp \left[-\frac{1}{2} \xi^{2}\right]$ and a sum of the Hermite polynomials with maximum degree $\xi^{\nu+n+1}$ of $H_{v+n+1}(\xi)$. The asymptotic form of the error at large $\xi$ is determined by $\exp \left[-\frac{1}{2} \xi^{2}\right]$ and the error increases for large $v$ because of the polynomial with maximum degree $\xi^{\nu+n+1}$. Figure 1(b) shows the absolute error as a function of degree for $\xi=0.4921875$ with $v=0$ for $h=\frac{1}{64}, \frac{1}{32}, \frac{1}{16}$ and $\frac{1}{8}$. With increasing degree, the error decreases for all $\xi$ and $\nu$, rapidly for smaller $h$, and is below 1.0D-15 for degree 9 at $h=\frac{1}{64}$


Figure 1. Absolute errors of interpolation for (a) wavefunctions with quantum numbers $v=0-7$ at centres of the interval $h$ using Lagrange interpolation of degree 3 and degree 9, and for (b) wavefunctions with $v=0$ as a function of the degree of Lagrange interpolation for $h=\frac{1}{64}, \frac{1}{32}, \frac{1}{16}$ and $\frac{1}{8}$. Absolute values are taken for the errors.
and $\frac{1}{32}$. The errors as a function of $n$ and $h$ can be understood in terms of $\pi_{n}(\xi) /(n+1)$ ! in equation (8); they are decreasing functions of $n$ with a factor $h^{n}$. These results show that the polynomial interpolation provides simple and accurate evaluation of functions for most practical purposes.

Figure 2(a) shows absolute errors in the first derivative of the wavefunctions for $v=0-7$, numerically evaluated at the mesh points for the interval $h=\frac{1}{64}$. The absolute errors in the first derivative with degree 10 are less than 1.0D-14 and the first derivative also gives exact values shown by nearly vertical lines. The first derivative with degree 4 has absolute errors of less than 1.0D-6. The errors as a function of $\xi$ and $v$ can be understood in terms of the $f^{(n+1)}(\xi)$ of the truncation error $c_{n, 1} h^{n} f^{(n+1)}(\xi)$. Figure 2(b) shows the absolute error as a function of the degree for $\xi=0.5$ with $v=1$ for $h=\frac{1}{64}, \frac{1}{32}, \frac{1}{16}$ and $\frac{1}{8}$. The error decreases with increasing degree for smaller $h$. The flattening of the error for small $h=\frac{1}{64}$ at $n$ larger


Figure 2. Absolute errors in numerical first derivative of (a) wavefunctions for quantum numbers $v=0-7$ at mesh points with the interval $h$ using first derivative formulae of degree 4 and degree 10, and of (b) wavefunctions with $v=1$ as a function of the degree of first derivative formulae for $h=\frac{1}{64}, \frac{1}{32}, \frac{1}{16}$ and $\frac{1}{8}$. Absolute values are taken for the errors.
than 8 is due to the round-off error proportional to $1 / h$ for the first derivative. These results show that the numerical first derivative provides accurate evaluation of the derivatives for most practical purposes.

Figure 3(a) shows absolute errors in the second derivative of the wavefunctions for $v=0-$ 7, numerically evaluated at the mesh points for the interval $h=\frac{1}{64}$ using equation (10) with $m=2$. The absolute errors in the second derivative with degree 10 are less than $1.0 \mathrm{D}-12$ and those with degree 4 are less than 1.0D-6. The errors as a function of $\xi$ and $v$ can also be understood in terms of the truncation error $c_{n, 2} h^{n} f^{(n+2)}(\xi)$. Figure 3(b) shows the absolute error as a function of the degree for $\xi=0.5$ with $v=1$ for $h=\frac{1}{64}, \frac{1}{32}, \frac{1}{16}$ and $\frac{1}{8}$ evaluated by using equations (10)-(12) with $m=2$. For the two larger values of $h\left(h=\frac{1}{8}\right.$ and $\frac{1}{16}$ ), the error decreases monotonically or becomes constant with increasing degree. However, for the two


Figure 3. Absolute errors in numerical second derivative of (a) wavefunctions for quantum numbers $v=0-7$ at mesh points with the interval $h$ using second derivative formulae of degree 4 and degree 10, and of (b) wavefunctions with $v=1$ as a function of the degree of second derivative formulae for $h=\frac{1}{64}, \frac{1}{32}, \frac{1}{16}$ and $\frac{1}{8}$. Absolute values are taken for the errors.
smaller values of $h\left(h=\frac{1}{32}\right.$ and $\left.\frac{1}{64}\right)$, the error shows non-monotonic behaviour for degrees from 8 to 12 but is monotonic above and below these values. The non-monotonic behaviour that is conspicuous for smaller $h$ is due to the round-off error proportional to $1 / h^{2}$ for the second derivative. The numerical second derivative also provides accurate evaluation of the derivatives for most practical purposes.

The performance of integration and calculation of the integrand are clearly seen by checking the accuracy of the orthonormal integrals for the wavefunctions of the linear harmonic oscillator shown in table 1. The second column shows the orthonormal integrals obtained by using the central-difference integration formula for which the function is calculated exactly only at the mesh points. The numerical result demonstrates 15 -digit accuracy of the centraldifference integration formula with degree 8 and $h=\frac{1}{64}$. The third column shows numerical

Table 1. Orthonormal integrals $\left\langle v \mid v^{\prime}\right\rangle$ of wavefunctions with quantum numbers $v$ and $v^{\prime}$ of a linear harmonic oscillator. CDIF: central-difference integration formula with degree 8. GHE: GaussHermite quadrature rule with exact integrand at 14 abscissas. GHI: Gauss-Hermite quadrature rule with interpolated integrand at 14 abscissas. MNIPGH: minimum number of integration points for the Gauss-Hermite quadrature rule for 15-digit accuracy

| $\left\langle\nu \mid \nu^{\prime}\right\rangle$ | CDIF | GHE | GHI | MNIPGH |
| :--- | :--- | :--- | :--- | :--- |
| $\langle 0 \mid 0\rangle$ | 1.000000000000000 | 1.000000000000000 | 1.000000000000000 | 1 |
| $\langle 1 \mid 1\rangle$ | 1.000000000000000 | 0.999999999999999 | 1.000000000000000 | 2 |
| $\langle 2 \mid 2\rangle$ | 1.000000000000000 | 1.000000000000000 | 1.000000000000000 | 3 |
| $\langle 3 \mid 3\rangle$ | 1.000000000000000 | 1.000000000000000 | 1.000000000000000 | 4 |
| $\langle 4 \mid 4\rangle$ | 0.999999999999999 | 0.999999999999999 | 1.000000000000000 | 5 |
| $\langle 5 \mid 5\rangle$ | 1.000000000000000 | 1.000000000000000 | 1.000000000000000 | 6 |
| $\langle 6 \mid 6\rangle$ | 1.000000000000000 | 1.000000000000000 | 1.000000000000000 | 6 |
| $\langle 7 \mid 7\rangle$ | 1.000000000000000 | 1.000000000000000 | 1.000000000000000 | 7 |
| $\langle 8 \mid 8\rangle$ | 0.999999999999999 | 1.000000000000000 | 1.000000000000000 | 8 |
| $\langle 9 \mid 9\rangle$ | 0.999999999999999 | 0.999999999999998 | 1.000000000000000 | 9 |
| Others | 0.000000000000000 | 0.000000000000000 | 0.000000000000000 | $2-12$ |
|  |  |  |  |  |

Table 2. Matrix elements $\langle v| \xi\left|v^{\prime}\right\rangle$ for wavefunctions with quantum numbers $v$ and $v^{\prime}$ of a linear harmonic oscillator by using the central-difference integration formula (CDIF).

| $\langle\nu\| \xi\left\|v^{\prime}\right\rangle$ | CDIF | Exact |
| :--- | :--- | :--- |
| $\langle 0\| \xi\|1\rangle$ | $7.07106781186547 \mathrm{D}-01$ | $0.5^{1 / 2}=7.07106781186548 \mathrm{D}-01$ |
| $\langle 1\| \xi\|2\rangle$ | 9.999999999999 99D-01 | 1.0 |
| $\langle 2\| \xi\|3\rangle$ | $1.22474487139159 \mathrm{D}+00$ | $1.5^{1 / 2}=1.22474487139159 \mathrm{D}+00$ |
| $\langle 3\| \xi\|4\rangle$ | $1.41421356237309 \mathrm{D}+00$ | $2.0^{1 / 2}=1.41421356237310 \mathrm{D}+00$ |
| $\langle 4\| \xi\|5\rangle$ | 1.581138830084 19D+00 | $2.5^{1 / 2}=1.58113883008419 \mathrm{D}+00$ |
| $\langle 5\| \xi\|6\rangle$ | $1.73205080756888 \mathrm{D}+00$ | $3.0^{1 / 2}=1.73205080756888 \mathrm{D}+00$ |
| $\langle 6\| \xi\|7\rangle$ | $1.87082869338697 \mathrm{D}+00$ | $3.5^{1 / 2}=1.87082869338697 \mathrm{D}+00$ |
| $\langle 7\| \xi\|8\rangle$ | $2.00000000000000 \mathrm{D}+00$ | 2.0 |
| $\langle 8\| \xi\|9\rangle$ | $2.12132034355964 \mathrm{D}+00$ | $4.5^{1 / 2}=2.12132034355964 \mathrm{D}+00$ |
| $\langle 9\| \xi\|10\rangle$ | $2.23606797749979 \mathrm{D}+00$ | $5.0^{1 / 2}=2.23606797749979 \mathrm{D}+00$ |
| Others | 0.00000000000000 | 0 |

integration using the Gauss-Hermite quadrature rule with exactly evaluated functions at 14 abscissas. The 15 -digit accuracy is clearly seen. The fourth column shows numerical integration by using the Gauss-Hermite quadrature rule with wavefunctions evaluated using polynomial interpolation at the abscissas. We obtained 15 -digit accuracy, which also confirmed the interpolation with 15 -digit accuracy. The fifth column shows the minimum number of integration points for the Gauss-Hermite quadrature rule for 15 -digit accuracy. In addition to these, we evaluated the orthonormal integrals up to $v=32$ which also show the same accuracy, but these are omitted for brevity.

The matrix elements for coordinate $\langle\nu| \xi^{k}\left|\nu^{\prime}\right\rangle, k=1,2$, are shown in tables 2 and 3 , respectively. The central-difference integration formula in this case also gives accurate integration as for the orthonormal integrals. The numerical integration provides both diagonal and off-diagonal matrix elements with the same accuracy, in contrast to the method that provides only diagonal matrix elements [12-20]. Further, we evaluated the matrix elements up to $v=32$ which show the same accuracy, but are again omitted for brevity. In addition to these we also calculated matrix elements (not shown for brevity) for $\xi^{3}$ and $\xi^{4}$ which show the same high performance as for $\xi$ and $\xi^{2}$.

Table 3. Matrix elements $\langle\nu| \xi^{2}\left|v^{\prime}\right\rangle$ for wavefunctions with quantum numbers $v$ and $v^{\prime}$ of a linear harmonic oscillator by using the central-difference integration formula (CDIF).

| $\langle\nu\| \xi^{2}\left\|\nu^{\prime}\right\rangle$ | CDIF | Exact |
| :--- | :--- | :--- |
| $\langle 0\| \xi^{2}\|0\rangle$ | $5.00000000000000 \mathrm{D}-01$ | 0.5 |
| $\langle 0\| \xi^{2}\|2\rangle$ | $7.07106781186547 \mathrm{D}-01$ | $0.5^{1 / 2}=7.07106781186548 \mathrm{D}-01$ |
| $\langle 1\| \xi^{2}\|1\rangle$ | $1.50000000000000 \mathrm{D}+00$ | 1.5 |
| $\langle 1\| \xi^{2}\|3\rangle$ | $1.22474487139159 \mathrm{D}+00$ | $1.5^{1 / 2}=1.22474487139159 \mathrm{D}+00$ |
| $\langle 2\| \xi^{2}\|2\rangle$ | $2.50000000000000 \mathrm{D}+00$ | 2.5 |
| $\langle 2\| \xi^{2}\|4\rangle$ | $1.73205080756888 \mathrm{D}+00$ | $3.0^{1 / 2}=1.73205080756888 \mathrm{D}+00$ |
| $\langle 3\| \xi^{2}\|3\rangle$ | $3.50000000000000 \mathrm{D}+00$ | 3.5 |
| $\langle 3\| \xi^{2}\|5\rangle$ | $2.23606797749979 \mathrm{D}+00$ | $5.0^{1 / 2}=2.23606797749979 \mathrm{D}+00$ |
| $\langle 4\| \xi^{2}\|4\rangle$ | $4.50000000000000 \mathrm{D}+00$ | 4.5 |
| $\langle 4\| \xi^{2}\|6\rangle$ | $2.73861278752583 \mathrm{D}+00$ | $7.5^{1 / 2}=2.73861278752583 \mathrm{D}+00$ |
| $\langle 5\| \xi^{2}\|5\rangle$ | $5.50000000000000 \mathrm{D}+00$ | 5.5 |
| $\langle 5\| \xi^{2}\|7\rangle$ | $3.24037034920393 \mathrm{D}+00$ | $10.5^{1 / 2}=3.24037034920393 \mathrm{D}+00$ |
| $\langle 6\| \xi^{2}\|6\rangle$ | $6.50000000000000 \mathrm{D}+00$ | 6.5 |
| $\langle 6\| \xi^{2}\|8\rangle$ | $3.74165738677394 \mathrm{D}+00$ | $14.0^{1 / 2}=3.74165738677394 \mathrm{D}+00$ |
| $\langle 7\| \xi^{2}\|7\rangle$ | $7.50000000000000 \mathrm{D}+00$ | 7.5 |
| $\langle 7\| \xi^{2}\|9\rangle$ | $4.24264068711929 \mathrm{D}+00$ | $18.0^{1 / 2}=4.24264068711928 \mathrm{D}+00$ |
| $\langle 8\| \xi^{2}\|8\rangle$ | $8.50000000000000 \mathrm{D}+00$ | 8.5 |
| $\langle 8\| \xi^{2}\|10\rangle$ | $4.74341649025257 \mathrm{D}+00$ | $22.5^{1 / 2}=4.74341649025257 \mathrm{D}+00$ |
| $\langle 9\| \xi^{2}\|9\rangle$ | $9.50000000000000 \mathrm{D}+00$ | 9.5 |
| $\langle 9\| \xi^{2}\|11\rangle$ | $5.24404424085076 \mathrm{D}+00$ | $27.5^{1 / 2}=5.24404424085076 \mathrm{D}+00$ |
| Others | 0.00000000000000 | 0 |

Table 4. Matrix elements $\langle v| \mathrm{d} / \mathrm{d} \xi\left|v^{\prime}\right\rangle$ for wavefunctions with quantum numbers $v$ and $v^{\prime}$ of a linear harmonic oscillator by using the central-difference integration formula

| $\langle v\| \mathrm{d} / \mathrm{d} \xi\left\|\nu^{\prime}\right\rangle$ | Numerical derivative | Analytic derivative | Exact |
| :--- | :--- | :--- | :--- |
| $\langle 0\| \mathrm{d} / \mathrm{d} \xi\|1\rangle$ | $7.07106781186547 \mathrm{D}-01$ | $7.07106781186547 \mathrm{D}-01$ | $0.5^{1 / 2}=7.07106781186548 \mathrm{D}-01$ |
| $\langle 1\| \mathrm{d} / \mathrm{d} \xi\|2\rangle$ | $1.00000000000000 \mathrm{D}+00$ | $1.00000000000000 \mathrm{D}+00$ | 1.0 |
| $\langle 2\| \mathrm{d} / \mathrm{d} \xi\|3\rangle$ | $1.22474487139159 \mathrm{D}+00$ | $1.22474487139159 \mathrm{D}+00$ | $1.5^{1 / 2}=1.22474487139159 \mathrm{D}+00$ |
| $\langle 3\| \mathrm{d} / \mathrm{d} \xi\|4\rangle$ | $1.41421356237310 \mathrm{D}+00$ | $1.41421356237309 \mathrm{D}+00$ | $2.0^{1 / 2}=1.41421356237310 \mathrm{D}+00$ |
| $\langle 4\| \mathrm{d} / \mathrm{d} \xi\|5\rangle$ | $1.58113883008419 \mathrm{D}+00$ | $1.58113883008419 \mathrm{D}+00$ | $2.5^{1 / 2}=1.58113883008419 \mathrm{D}+00$ |
| $\langle 5\| \mathrm{d} / \mathrm{d} \xi\|6\rangle$ | $1.73205080756888 \mathrm{D}+00$ | $1.73205080756888 \mathrm{D}+00$ | $3.0^{1 / 2}=1.73205080756888 \mathrm{D}+00$ |
| $\langle 6\| \mathrm{d} / \mathrm{d} \xi\|7\rangle$ | $1.87082869338697 \mathrm{D}+00$ | $1.87082869338697 \mathrm{D}+00$ | $3.5^{1 / 2}=1.87082869338697 \mathrm{D}+00$ |
| $\langle 7\| \mathrm{d} / \mathrm{d} \xi\|8\rangle$ | $2.00000000000000 \mathrm{D}+00$ | $2.00000000000000 \mathrm{D}+00$ | 2.0 |
| $\langle 8\| \mathrm{d} / \mathrm{d} \xi\|9\rangle$ | $2.12132034355964 \mathrm{D}+00$ | $2.12132034355964 \mathrm{D}+00$ | $4.5^{1 / 2}=2.12132034355964 \mathrm{D}+00$ |
| $\langle 9\| \mathrm{d} / \mathrm{d} \xi\|10\rangle$ | $2.23606797749979 \mathrm{D}+00$ | $2.23606797749979 \mathrm{D}+00$ | $5.0^{1 / 2}=2.23606797749979 \mathrm{D}+00$ |
| Others | 0.00000000000000 | 0.00000000000000 | 0 |

We show in table 4 the matrix elements for the derivative $\langle\nu| \mathrm{d} / \mathrm{d} \xi\left|v^{\prime}\right\rangle$ by using the central-difference integration formula. The third column, calculated with the analytic solution of the derivatives, indicates the accuracy of the central-difference integration formula in comparison with the exact results shown in the fourth column. The second column shows that the numerical differentiation at the mesh points is accurate.

The matrix elements for $\langle v| \xi\left|\nu^{\prime}\right\rangle$ and $\langle\nu| \mathrm{d} / \mathrm{d} \xi\left|\nu^{\prime}\right\rangle$ are the dipole and momentum matrix elements, respectively, in the optical transitions in quantum mechanics and the equality $\langle v| \xi\left|v^{\prime}\right\rangle=\langle\nu| \mathrm{d} / \mathrm{d} \xi\left|\nu^{\prime}\right\rangle$ holds to 15 -digit accuracy according to tables 2 and 4.


Figure 4. (a) Relative errors in eigenvalues for quantum numbers $v=0-9$ as a function of degree $n$ of the second derivative formulae and relative errors in the matrix elements $E_{v}$. MD indicates the method of discretized matrix equation and ME denotes matrix elements. (b) Absolute errors in wavefunctions for $v=0-9$ as a function of degree $n$ of the second derivative formulae. Absolute values are taken for the errors.

We show in table 5 the matrix elements for the second derivative $\langle\nu|(\mathrm{d} / \mathrm{d} \xi)^{2}\left|\nu^{\prime}\right\rangle$. The second column, calculated using the numerical derivatives, where the second derivative is calculated by using the first derivative twice, indicates the accuracy of the numerical derivative. The third column shows that the formula for the analytic second derivative at the mesh points coincides with the exact result. We also calculated the second derivative by using equation (10) with $m=2$, which shows similar results.

The diagonal matrix elements for $\langle T\rangle=\langle\nu|-(\mathrm{d} / \mathrm{d} \xi)^{2}|\nu\rangle$ and $\langle V\rangle=\langle\nu| \xi^{2}|\nu\rangle$ are kinetic and potential energies, respectively, and the relation $\langle T\rangle=\langle V\rangle=\frac{1}{2} E_{\nu}, E_{v}=$ $\langle\nu|-(\mathrm{d} / \mathrm{d} \xi)^{2}+\xi^{2}|\nu\rangle /\langle\nu \mid \nu\rangle$, for the linear harmonic oscillator holds to 15 -digit accuracy as shown in tables 3, 5 and 6.

Table 5. Matrix elements $\langle\nu|(\mathrm{d} / \mathrm{d} \xi)^{2}\left|\nu^{\prime}\right\rangle$ for wavefunctions with quantum numbers $v$ and $\nu^{\prime}$ of a linear harmonic oscillator by using the central-difference integration formula.

| $\langle\nu\|(\mathrm{d} / \mathrm{d} \xi)^{2}\left\|v^{\prime}\right\rangle$ | Numerical derivative | Analytic derivative | Exact |
| :--- | ---: | ---: | :--- |
| $\langle 0\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|0\rangle$ | $-5.00000000000000 \mathrm{D}-01$ | $-5.00000000000000 \mathrm{D}-01$ | -0.5 |
| $\langle 0\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|2\rangle$ | $7.07106781186548 \mathrm{D}-01$ | $7.07106781186548 \mathrm{D}-01$ | $0.5^{1 / 2}=7.07106781186548 \mathrm{D}-01$ |
| $\langle 1\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|1\rangle$ | $-1.50000000000000 \mathrm{D}+00$ | $-1.50000000000000 \mathrm{D}+00$ | -1.5 |
| $\langle 1\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|3\rangle$ | $1.22474487139159 \mathrm{D}+00$ | $1.22474487139159 \mathrm{D}+00$ | $1.5^{1 / 2}=1.22474487139159 \mathrm{D}+00$ |
| $\langle 2\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|2\rangle$ | $-2.50000000000000 \mathrm{D}+00$ | $-2.50000000000000 \mathrm{D}+00$ | -2.5 |
| $\langle 2\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|4\rangle$ | $1.73205080756888 \mathrm{D}+00$ | $1.73205080756888 \mathrm{D}+00$ | $3.0^{1 / 2}=1.73205080756888 \mathrm{D}+00$ |
| $\langle 3\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|3\rangle$ | $-3.50000000000000 \mathrm{D}+00$ | $-3.50000000000000 \mathrm{D}+00$ | -3.5 |
| $\langle 3\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|5\rangle$ | $2.23606797749979 \mathrm{D}+00$ | $2.23606797749979 \mathrm{D}+00$ | $5.0^{1 / 2}=2.23606797749979 \mathrm{D}+00$ |
| $\langle 4\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|4\rangle$ | $-4.50000000000000 \mathrm{D}+00$ | $-4.50000000000000 \mathrm{D}+00$ | -4.5 |
| $\langle 4\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|6\rangle$ | $2.73861278752583 \mathrm{D}+00$ | $2.73861278752583 \mathrm{D}+00$ | $7.5^{1 / 2}=2.73861278752583 \mathrm{D}+00$ |
| $\langle 5\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|5\rangle$ | $-5.50000000000000 \mathrm{D}+00$ | $-5.50000000000000 \mathrm{D}+00$ | -5.5 |
| $\langle 5\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|7\rangle$ | $3.24037034920393 \mathrm{D}+00$ | $3.24037034920393 \mathrm{D}+00$ | $10.5^{1 / 2}=3.24037034920393 \mathrm{D}+00$ |
| $\langle 6\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|6\rangle$ | $-6.50000000000000 \mathrm{D}+00$ | $-6.50000000000000 \mathrm{D}+00$ | -6.5 |
| $\langle 6\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|8\rangle$ | $3.74165738677394 \mathrm{D}+00$ | $3.74165738677394 \mathrm{D}+00$ | $14.0^{1 / 2}=3.74165738677394 \mathrm{D}+00$ |
| $\langle 7\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|7\rangle$ | $-7.50000000000000 \mathrm{D}+00$ | $-7.50000000000000 \mathrm{D}+00$ | -7.5 |
| $\langle 7\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|9\rangle$ | $4.24264068711928 \mathrm{D}+00$ | $4.24264068711928 \mathrm{D}+00$ | $18.0^{1 / 2}=4.24264068711928 D+00$ |
| $\langle 8\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|8\rangle$ | $-8.49999999999999 \mathrm{D}+00$ | $-8.50000000000000 \mathrm{D}+00$ | -8.5 |
| $\langle 8\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|10\rangle$ | $4.74341649025256 \mathrm{D}+00$ | $4.74341649025257 \mathrm{D}+00$ | $22.5^{1 / 2}=4.74341649025257 D+00$ |
| $\langle 9\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|9\rangle$ | $-9.50000000000000 \mathrm{D}+00$ | $-9.50000000000000 \mathrm{D}+00$ | -9.5 |
| $\langle 9\|(\mathrm{d} / \mathrm{d} \xi)^{2}\|11\rangle$ | $5.24404424085075 \mathrm{D}+00$ | $5.24404424085076 \mathrm{D}+00$ | $27.5^{1 / 2}=5.24404424085076 \mathrm{D}+00$ |
| Others | 0.000000000000000 | 0.000000000000000 | 0 |

Table 6. Matrix elements $E_{v}=\langle\nu| H|\nu\rangle /\langle\nu \mid v\rangle=\langle\nu|-(\mathrm{d} / \mathrm{d} \xi)^{2}+U(\xi)|\nu\rangle /\langle\nu \mid \nu\rangle$ for wavefunctions with quantum number $v$ of a linear harmonic oscillator by using the central-difference integration formula.

| Quantum no | Numerical derivative | Analytic derivative | Exact |
| :--- | :--- | :--- | :---: |
| 0 | $1.00000000000000 \mathrm{D}+00$ | $1.00000000000000 \mathrm{D}+00$ | 1.0 |
| 1 | $3.00000000000000 \mathrm{D}+00$ | $3.00000000000000 \mathrm{D}+00$ | 3.0 |
| 2 | $5.00000000000000 \mathrm{D}+00$ | $5.00000000000000 \mathrm{D}+00$ | 5.0 |
| 3 | $7.00000000000000 \mathrm{D}+00$ | $7.00000000000000 \mathrm{D}+00$ | 7.0 |
| 4 | $9.00000000000000 \mathrm{D}+00$ | $9.00000000000000 \mathrm{D}+00$ | 9.0 |
| 5 | $1.10000000000000 \mathrm{D}+01$ | $1.10000000000000 \mathrm{D}+01$ | 11.0 |
| 6 | $1.30000000000000 \mathrm{D}+01$ | $1.30000000000000 \mathrm{D}+01$ | 13.0 |
| 7 | $1.50000000000000 \mathrm{D}+01$ | $1.50000000000000 \mathrm{D}+01$ | 15.0 |
| 8 | $1.70000000000000 \mathrm{D}+01$ | $1.70000000000000 \mathrm{D}+01$ | 17.0 |
| 9 | $1.90000000000000 \mathrm{D}+01$ | $1.90000000000000 \mathrm{D}+01$ | 19.0 |

Table 7. Eigenvalues of the discretized matrix equation and matrix elements $E_{\nu}=\langle\nu|-(\mathrm{d} / \mathrm{d} \xi)^{2}+$ $U(\xi)|v\rangle /\langle\nu \mid \nu\rangle$ for a wavefunction with quantum number $v$ of a linear harmonic oscillator by using the central-difference integration formula. The fifth column is the maximum of the absolute value of the absolute error for the wavefunctions (MAVAEWF).

| Quantum no | Eigenvalue | $E_{v}$ | Exact | MAVAEWF |
| :--- | :--- | :--- | :---: | :---: |
| 0 | 1.000000000000 25D +00 | $1.00000000000000 \mathrm{D}+00$ | 1.0 | $1.512 \mathrm{D}-13$ |
| 1 | $3.00000000000027 \mathrm{D}+00$ | $3.00000000000000 \mathrm{D}+00$ | 3.0 | $2.476 \mathrm{D}-13$ |
| 2 | 4.999999999999 82D +00 | $4.99999999999999 \mathrm{D}+00$ | 5.0 | $3.552 \mathrm{D}-13$ |
| 3 | $7.00000000000025 \mathrm{D}+00$ | $6.99999999999996 \mathrm{D}+00$ | 7.0 | $3.413 \mathrm{D}-13$ |
| 4 | $9.00000000000025 \mathrm{D}+00$ | $8.99999999999987 \mathrm{D}+00$ | 9.0 | $4.165 \mathrm{D}-13$ |
| 5 | $1.10000000000002 \mathrm{D}+01$ | $1.09999999999996 \mathrm{D}+01$ | 11.0 | $2.358 \mathrm{D}-13$ |
| 6 | $1.30000000000002 \mathrm{D}+01$ | $1.29999999999991 \mathrm{D}+01$ | 13.0 | $2.212 \mathrm{D}-13$ |
| 7 | $1.49999999999993 \mathrm{D}+01$ | $1.49999999999980 \mathrm{D}+01$ | 15.0 | $3.189 \mathrm{D}-13$ |
| 8 | $1.69999999999998 \mathrm{D}+01$ | $1.69999999999959 \mathrm{D}+01$ | 17.0 | $4.456 \mathrm{D}-13$ |
| 9 | $1.90000000000004 \mathrm{D}+01$ | $1.89999999999922 \mathrm{D}+01$ | 19.0 | $2.548 \mathrm{D}-13$ |

The result for the discretized matrix equation method for the linear harmonic oscillator, equations (21)-(24) and (4), is shown in figure 4. The relative errors of the eigenvalue decrease as a function of the degree $n$ and converge to less than 5.0D-13 for $n$ larger than or equal to 12 (figure 4(a)). The relative error increases for large $v$ where the error is larger than 5.0D-13. The relative errors of the matrix elements $E_{\nu}$ are smaller and decrease faster than those of the eigenvalues for errors larger than 5.0D-13 and converge at degree 6 . These results indicate that the relative errors are less than 5.0D-13, substantially less in fact. The maximum absolute errors in the normalized eigenfunctions decrease monotonically as a function of the degree and converge below 5.0D-13 for degree $n$ larger than or equal to 8, as shown in figure 4(b). Table 7 summarizes the results for degree 12, the whole interval ( $-10.0,10.0$ ) and $h=\frac{1}{32}$. The accuracy of the eigenvalue in the second column is from 13 to 14 digits and that of the matrix element $E_{v}$ in the third column ranges from 13 to 15 digits and is of the same order as for the eigenvalue. The magnitude of the absolute errors for the normalized wavefunctions is less than 5.0D-13, as seen in the fifth column. In [51] the discretized matrix method of Numerov with defect correction was used for calculating eigenvalues of the linear harmonic oscillator and the relative error of the eigenvalues ranged widely from 1.3D-14 for $v=0$ to 2.4D-12 for $v=3$. In concluding this subsection it is noted again that analysis of the convergence for discretized matrix eigenvalues and matrix elements of the Hamiltonian provides a good cross-check for the eigenvalues.

### 4.2. Anharmonic oscillator

The second example is an anharmonic oscillator of the form $U(\xi)=\mu \xi^{2}+\lambda \xi^{4}$, where $\mu$ and $\lambda$ are constants $[12,14,15,18,19,23,24,52-70]$. The potential has a single minimum for $\mu \geqslant 0$ but a double minimum for $\mu<0$, symmetric with respect to $\xi=0$ and the potential becomes infinite as $|\xi| \rightarrow \infty$ for positive $\lambda$. The number of bound states is infinite for this potential. The eigenvalue for the bound state has been frequently investigated for a wide range of physics applications and accurate eigenvalues were numerically obtained by using other methods of solution [52-70]. In order to illustrate the performance of our simple method, we take three typical cases for $(\mu, \lambda)=(0.0,1.0),(1.0,1.0)$ and $(-1.0,1.0)$ in table 8 , where the degree and the whole interval are 12 and $(-4.84375,4.84375)$ for the first two cases, and 14 and $(-4.53125,4.53125)$ for the last one. The eigenvalues of the matrix equation and matrix elements $E_{v}$ are of 13-digit to 15-digit accuracy, which is much higher than the 7-digit accuracy obtained by using the discretized matrix equation with low degree [23,24]. The accuracy of the present work is comparable to the best values ever reported $[58,60,62,66,68,69]$ in doubleprecision arithmetic operations. For the double-minimum case $(\mu, \lambda)=(-1.0,1.0)$ we show ten states that probably have 13-digit or higher accuracy, though the results using other methods have not been shown.

The third example is an anharmonic oscillator of the form $U(\xi)=\xi^{2}+\lambda \xi^{2} /\left(1+g \xi^{2}\right)$, where $\lambda$ and $g$ are constants [18,23,24,71-79] in the reduced units of $E_{0}=\hbar^{2} /\left(2 m \alpha^{2}\right)$ and of length $\xi=\alpha x$. The potential is symmetric with respect to $\xi=0$ and infinite as $|\xi| \rightarrow \infty$. The number of bound states is also infinite for this potential. The eigenvalue for the bound state has been investigated in detail and exact eigenvalues were obtained for special combinations of $\lambda, g$ and the quantum number $v[18,23,24,71-79]$. We take four typical cases for $(\lambda, g, v)$, indicated by the notation $(*)$ in table 9 . The eigenvalues of the matrix are of 13-digit accuracy and $E_{v}$ are of 15 -digit accuracy for degree 12 , the whole interval $(-10.0,10.0)$ and $h=\frac{1}{32}$; the accuracy is comparable to the best values ever reported [23, 75-79] in double-precision arithmetic operations. For another typical case, $\lambda=g=1.0$, we show ten states whose eigenvalues and $E_{v}$ coincide with those in $[78,79]$ within the accuracy referred to therein.

### 4.3. Morse potential and modified Pöschl-Teller potential

The fourth example is the nonlinear Morse potential $U(x)=V_{0}\left(\mathrm{e}^{-2 \alpha x}-2 \mathrm{e}^{-\alpha x}\right)[3-5,80]$. The potential is non-symmetric with respect to $x=0$ and has a finite range between $-V_{0}$ and zero for $x>0$ and is infinite as $x \rightarrow-\infty$. The number of bound states is finite for this potential. The Schrödinger equation can also be reduced to dimensionless form by introducing units of energy $E_{0}=\hbar^{2} /\left(2 m \alpha^{2}\right)$ and of length $\xi=\alpha x$. The eigenvalue for the bound state with quantum number $v$ is given by [3-5]

$$
\begin{equation*}
\lambda_{v}=\left(E_{v} / E_{0}\right)=-\left(V_{0} / E_{0}\right)\left[1-(v+0.5) /\left(V_{0} / E_{0}\right)^{1 / 2}\right]^{2} \tag{28}
\end{equation*}
$$

where $v=0,1,2, \ldots$ with $v<\left(V_{0} / E_{0}\right)^{1 / 2}-0.5$. We show typical cases for $V_{0} / E_{0}$ in table 10 , where the degree is 14 and $h=\frac{1}{32}$, the whole interval is $(-4.1875,35.8125)$ for $V_{0} / E_{0}=1.0,(-3.78125,27.46875)$ for $2.25,(-3.28125,21.71875)$ for 6.25 and $(-2.96,22.64)$ for 12.25 . The eigenvalues and the matrix elements of the Hamiltonian are of 13- to 15 -digit accuracy.

Another form of the Morse potential $[2,6,25,51,81-84]$ is $U(x)=D\{1-\exp [-\alpha(x-$ $\left.\left.\left.x_{0}\right)\right]\right\}^{2}$ with $D=\omega_{e}^{2} / 4 \omega_{e} x_{e}, \alpha=\left(k \omega_{e} x_{e}\right)^{1 / 2}$ and $k=1$, having the theoretical eigenvalues

$$
\begin{equation*}
E_{v}=\omega_{e}\left(v+\frac{1}{2}\right)-\omega_{e} x_{e}\left(v+\frac{1}{2}\right)^{2} . \tag{29}
\end{equation*}
$$

The eigenvalues and matrix elements of the Hamiltonian for the case $x_{0}=2.40873$, $\omega_{e}=48.66888$ and $\omega_{e} x_{e}=0.977888[25,84]$, are of 13- to 15-digit accuracy for the degree

Table 8. Eigenvalues of the discretized matrix equation and matrix elements $E_{\nu}=\langle\nu|-(\mathrm{d} / \mathrm{d} \xi)^{2}+U(\xi)|\nu\rangle /\langle\nu \mid \nu\rangle$ for a wavefunction with quantum Table 8. Eigenvalues of the discretized matrix equation and matrix elements $E_{v}=\langle\nu|-(\mathrm{d} / \mathrm{d} \xi)^{2}$
number $v$ of a potential $V(\xi)=\mu \xi^{2}+\lambda \xi^{4}$ by using the central-difference integration formula.

| $\mu$ | $\lambda$ | Quantum no | Eigenvalue | $E_{v}$ | Other methods |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.0 | 1.0 | 0 | 1.060362090484 94D+00 | 1.060362090484 18D+00 | $1.06036209048418 \mathrm{D}+00^{\text {a,b,c,d }}$ |
|  |  | 1 | $3.79967302979924 \mathrm{D}+00$ | $3.79967302980140 \mathrm{D}+00$ | $3.79967302980140 \mathrm{D}+00^{\text {a,b,c }}$ |
|  |  | 2 | $7.45569793798776 \mathrm{D}+00$ | $7.45569793798674 \mathrm{D}+00$ | $7.45569793798674 \mathrm{D}+00^{\text {a,b }}$ |
|  |  | 3 | $1.16447455113786 \mathrm{D}+01$ | $1.16447455113782 \mathrm{D}+01$ | $1.16447455113782 \mathrm{D}+01^{\text {a,b }}$ |
|  |  | 4 | 1.626182601885 11D+01 | $1.62618260188502 \mathrm{D}+01$ | $1.62618260188502 \mathrm{D}+01^{\text {a }}$ |
|  |  | 5 | 2.123837291823 54D+01 | 2.123837291823 59D+01 | $2.12383729182360 \mathrm{D}+01^{\text {a }}$ |
|  |  | 6 | $2.65284711836803 \mathrm{D}+01$ | $2.65284711836824 \mathrm{D}+01$ | $2.65284711836825 \mathrm{D}+01^{\text {a }}$ |
|  |  | 7 | $3.20985977109660 \mathrm{D}+01$ | $3.20985977109680 \mathrm{D}+01$ | $3.20985977109683 \mathrm{D}+01^{\text {a }}$ |
|  |  | 8 | 3.792300102703 42D+01 | 3.792300102703 30D+01 | $3.79230010270340 \mathrm{D}+01^{\text {a }}$ |
|  |  | 9 | 4.398115809729 02D+01 | $4.39811580972874 \mathrm{D}+01$ | $4.39811580972897 \mathrm{D}+01^{\text {a }}$ |
| 1.0 | 1.0 | 0 | $1.39235164152079 \mathrm{D}+00$ | $1.39235164153029 \mathrm{D}+00$ | $1.39235164153029 \mathrm{D}+00^{\text {a,b,c,e }}$ |
|  |  | 1 | $4.64881270420947 \mathrm{D}+00$ | $4.64881270421208 \mathrm{D}+00$ | $4.64881270421208 \mathrm{D}+00^{\text {a,b,c,e }}$ |
|  |  | 2 | 8.655049957754 54D+00 | $8.65504995775932 \mathrm{D}+00$ | $8.65504995775931 \mathrm{D}+00^{\text {a,b,e }}$ |
|  |  | 3 | $1.31568038980450 \mathrm{D}+01$ | $1.31568038980499 \mathrm{D}+01$ | $1.31568038980499 \mathrm{D}+01^{\text {a,b,e }}$ |
|  |  | 4 | $1.80575574363002 \mathrm{D}+01$ | $1.80575574363032 \mathrm{D}+01$ | $1.80575574363033 \mathrm{D}+01^{\text {a,e }}$ |
|  |  | 5 | $2.32974414512187 \mathrm{D}+01$ | $2.32974414512231 \mathrm{D}+01$ | $2.32974414512232 \mathrm{D}+01^{\text {a,e }}$ |
|  |  | 6 | $2.88353384595003 \mathrm{D}+01$ | $2.88353384595041 \mathrm{D}+01$ | $2.88353384595042 \mathrm{D}+01^{\text {a,e }}$ |
|  |  | 7 | $3.46408483211068 \mathrm{D}+01$ | $3.46408483211108 \mathrm{D}+01$ | $3.46408483211113 \mathrm{D}+01^{\text {a,e }}$ |
|  |  | 8 | 4.069038608210 14D+01 | $4.06903860821051 \mathrm{D}+01$ | $4.06903860821064 \mathrm{D}+01^{\text {a,e }}$ |
|  |  | 9 | 4.696500950567 40D+01 | $4.69650095056724 \mathrm{D}+01$ | $4.69650095056755 \mathrm{D}+01^{\text {a,e }}$ |

Table 8. (Continued.)

| $\mu$ | $\lambda$ | Quantum no | Eigenvalue | $E_{v}$ | Other methods |
| :--- | :--- | :--- | :--- | :--- | :--- |
| -1.0 | 1.0 | 0 | $6.57653005178060 \mathrm{D}-01$ | $6.57653005180715 \mathrm{D}-01$ | $6.57653005180715 \mathrm{D}-01^{\mathrm{b}, \mathrm{f}}$ |
|  |  | 1 | $2.83453620211643 \mathrm{D}+00$ | $2.83453620211930 \mathrm{D}+00$ | $2.83453620211930 \mathrm{D}+00^{\mathrm{b}, \mathrm{f}}$ |
|  |  | 2 | $6.16390125695867 \mathrm{D}+00$ | $6.16390125696307 \mathrm{D}+00$ |  |
|  |  | 3 | $1.00386461207077 \mathrm{D}+01$ | $1.00386461207116 \mathrm{D}+01$ |  |
|  |  | 5 | $1.43724065046745 \mathrm{D}+01$ | $1.43724065046779 \mathrm{D}+01$ |  |
|  |  | 6 | $1.90857146850216 \mathrm{D}+01$ | $1.90857146850242 \mathrm{D}+01$ |  |
|  |  | 7 | $2.41280754927805 \mathrm{D}+01$ | $2.41280754927822 \mathrm{D}+01$ |  |
|  | 8 | $3.94628559141997 \mathrm{D}+01$ | $2.94628559142011 \mathrm{D}+01$ |  |  |
|  |  | 9 |  |  |  |

[^0]${ }^{\text {b }}$ Fernández et al [69].
${ }^{\text {c }}$ Schiffrer and Stanzial [68].
${ }^{\text {d }}$ Biswas et al [58].
${ }^{\mathrm{e}}$ Banerjee [62].
${ }^{\mathrm{f}}$ Basla et al [66]

Table 9. Eigenvalues of the discretized matrix equation and matrix elements $E_{v}=\langle\nu|-(\mathrm{d} / \mathrm{d} \xi)^{2}+U(\xi)|\nu\rangle /\langle\nu \mid \nu\rangle$ for a wavefunction with quantum number $v$ of a potential $V(\xi)=\xi^{2}+\lambda \xi^{2} /\left(1+g \xi^{2}\right)$ by using the central-difference integration formula.

| $\lambda$ | $g$ | Quantum no | Eigenvalue | $E_{v}$ | Other methods |
| :--- | :--- | :--- | :--- | :--- | :--- |
| -0.42 | 0.1 | 0 | $8.00000000000412 \mathrm{D}-01$ | $8.00000000000000 \mathrm{D}-01$ | $0.8^{*, \mathrm{a}}$ |
|  |  | 1 | $2.45569858511843 \mathrm{D}+00$ | $2.45569858511910 \mathrm{D}+00$ | $2.455698585119^{\mathrm{b}}$ |
|  |  | 2 | $4.19789589344487 \mathrm{D}+00$ | $4.19789589344428 \mathrm{D}+00$ | $4.197895893444^{\mathrm{b}}$ |
|  |  | 3 | $5.99139883719070 \mathrm{D}+00$ | $5.99139883718980 \mathrm{D}+00$ | $5.991398837190^{\mathrm{b}}$ |
|  |  | 5 | $7.82009765426870 \mathrm{D}+00$ | $7.82009765426844 \mathrm{D}+00$ | $7.820097654268^{\mathrm{b}}$ |
|  |  | $9.67453731290586 \mathrm{D}+00$ | $9.67453731290614 \mathrm{D}+00$ | $9.674537312906^{\mathrm{b}}$ |  |
| -0.46 | 0.1 | 1 | $2.39999999999943 \mathrm{D}+00$ | $2.40000000000000 \mathrm{D}+00$ | $2.4^{*, \mathrm{c}}$ |
| -0.495357508034270 | 0.1 | 2 | $4.04642491965684 \mathrm{D}+00$ | $4.04642491965730 \mathrm{D}+00$ | $4.04642491965730^{*, \mathrm{~d}}$ |
| -0.527762515838433 | 0.1 | 3 | $5.72237484161566 \mathrm{D}+00$ | $5.72237484161566 \mathrm{D}+00$ | $5.72237484161567^{*, \mathrm{e}}$ |
| 1.0 | 1.0 | 0 | $1.23235072340527 \mathrm{D}+00$ | $1.23235072340606 \mathrm{D}+00$ | $1.23235072340606^{\mathrm{f}}$ |
|  |  | 1 | $3.50738834890561 \mathrm{D}+00$ | $3.50738834890528 \mathrm{D}+00$ | $3.507388348905^{\mathrm{b}}$ |
|  |  | 2 | $5.58977893373618 \mathrm{D}+00$ | $5.58977893373715 \mathrm{D}+00$ | $5.589778933736^{\mathrm{b}}$ |
|  |  | 3 | $7.64820124171889 \mathrm{D}+00$ | $7.64820124171934 \mathrm{D}+00$ | $7.648201241723^{\mathrm{b}}$ |
|  |  | 4 | $9.68404201522918 \mathrm{D}+00$ | $9.68404201522999 \mathrm{D}+00$ | $9.68404201523017^{\mathrm{f}}$ |
|  |  | 6 | $1.17122374702079 \mathrm{D}+01$ | $1.17122374702079 \mathrm{D}+01$ |  |
|  |  | 7 | $1.37332410121073 \mathrm{D}+01$ | $1.37332410121084 \mathrm{D}+01$ |  |

[^1]Table 10. Eigenvalues of the discretized matrix equation and matrix elements $E_{v}=\langle\nu|-(\mathrm{d} / \mathrm{d} \xi)^{2}+U(\xi)|\nu\rangle /\langle\nu \mid \nu\rangle$ for a wavefunction with quantum number $v$ of a Morse potential (A) $V(x)=V_{0}[\exp (-2 \alpha x)-2 \exp (-\alpha x)]$ for depth $V_{0} / E_{0}$ and (B) $V(x)=D\left[1-\exp \left(-\alpha\left(x-x_{e}\right)\right)\right]^{2}$ by using the central-difference integration formula.

|  | Depth | Quantum no | Eigenvalue | $E_{v}$ | Exact |
| :---: | :---: | :---: | :---: | :---: | :---: |
| (A) | 1.0 | 0 | -2.499 $99999999325 \mathrm{D}-01$ | $-2.50000000000000 \mathrm{D}-01$ | -0.25 |
|  | 2.25 | 0 | $-1.00000000000078 \mathrm{D}+00$ | -1.000000000000 00D+00 | -1.0 |
|  | 6.25 | 0 | -4.000000000000 18D+00 | -4.000000000000 05D+00 | -4.0 |
|  |  | 1 | -1.000000000000 18D+00 | -1.000000000000 10D+00 | -1.0 |
|  | 12.25 | 0 | -9.000000000000 14D+00 | $-9.00000000000000 \mathrm{D}+00$ | -9.0 |
|  |  | 1 | -3.999 999999998 92D+00 | $-4.00000000000001 \mathrm{D}+00$ | -4.0 |
|  |  | 2 | $-1.00000000000097 \mathrm{D}+00$ | $-1.00000000000001 \mathrm{D}+00$ | -1.0 |
| (B) |  | 0 | $2.40899679999984 \mathrm{D}+01$ | 2.408996800000 00D+01 | $2.40899680000000 \mathrm{D}+01^{\text {a }}$ |
|  |  | 1 | $7.08030720000088 \mathrm{D}+01$ | $7.08030719999997 \mathrm{D}+01$ | $7.08030720000000 \mathrm{D}+01^{\text {a }}$ |
|  |  | 2 | 1.155603999999 99D+02 | 1.155603999999 99D+02 | $1.15560400000000 \mathrm{D}+02^{\text {a }}$ |
|  |  | 3 | 1.583619519999 96D+02 | 1.583619519999 95D+02 | $1.58361952000000 \mathrm{D}+02^{\text {a }}$ |
|  |  | 4 | 1.992077279999 83D+02 | 1.9920772799998 6D+02 | $1.99207728000000 \mathrm{D}+02^{\text {a }}$ |
|  |  | 5 | 2.380977279999 97D+02 | 2.380977279999 68D+02 | $2.38097728000000 \mathrm{D}+02^{\text {a }}$ |
|  |  | 6 | $2.75031952000007 \mathrm{D}+02$ | 2.750319519999 34D+02 | $2.75031952000000 \mathrm{D}+02^{\text {a }}$ |
|  |  | 7 | $3.10010400000001 \mathrm{D}+02$ | 3.100103999998 81D+02 | $3.10010400000000 \mathrm{D}+02^{\text {a }}$ |
|  |  | 8 | 3.430330719999 89D+02 | $3.43033071999804 \mathrm{D}+02$ | $3.43033072000000 \mathrm{D}+02^{\text {a }}$ |
|  |  | 9 | 3.740999680000 06D+02 | $3.74099967999700 \mathrm{D}+02$ | $3.74099968000000 \mathrm{D}+02^{\text {a }}$ |
|  |  | 10 | $4.03211088000000 \mathrm{D}+02$ | $4.03211087999571 \mathrm{D}+02$ | $4.03211088000000 \mathrm{D}+02^{\text {a }}$ |

[^2]Table 11. Eigenvalues of the discretized matrix equation and matrix elements $E_{v}=\langle\nu|-(\mathrm{d} / \mathrm{d} \xi)^{2}+$ $U(\xi)|\nu\rangle /\langle\nu \mid \nu\rangle$ for a wavefunction with quantum number $v$ of a modified Pöschl-Teller potential for depth $V_{0} / E_{0}$ by using the central-difference integration formula.

| Depth | Quantum no. | Eigenvalue | $E_{v}$ | Exact |
| :--- | :--- | :--- | :--- | :--- |
| 1.0 | 0 | $-3.81966011250028 \mathrm{D}-01$ | $-3.81966011250098 \mathrm{D}-01$ | $-3.81966011250105 \mathrm{D}-01$ |
| 2.0 | 0 | $-1.00000000000022 \mathrm{D}+00$ | $-1.00000000000000 \mathrm{D}+00$ | -1.0 |
| 6.0 | 0 | $-4.00000000000023 \mathrm{D}+00$ | $-4.00000000000002 \mathrm{D}+00$ | -4.0 |
|  | 1 | $-1.00000000000250 \mathrm{D}+00$ | $-1.00000000000004 \mathrm{D}+00$ | -1.0 |
| 12.0 | 0 | -9.000000000001 13D+00 | -9.000000000000 15D+00 | -9.0 |
|  | 1 | $-4.00000000000068 \mathrm{D}+00$ | $-4.00000000000055 \mathrm{D}+00$ | -4.0 |
|  | 2 | $-1.00000000000158 \mathrm{D}-01$ | $-1.00000000000066 \mathrm{D}+00$ | -1.0 |

larger than or equal to 10 , the whole interval $(1.1196675,6.4321675)$ and $h=\frac{1}{128}$. In [25] the relative error for $E_{10}$ was of the order of 1.0D-8 for degree 10 , the whole interval $(0.8,4.96)$ and $h=0.01$; we obtain the very close result with relative error 3.4D-8 for the same condition. However, by moving the whole interval to $(1.12,5.28)$ we obtain the relative error $2.8 \mathrm{D}-11$ for $E_{10}$ and other eigenvalues are also improved. Thus it is important to choose appropriately the whole interval. In [51] the discretized matrix method of Numerov with defect correction was used for calculating eigenvalues of the Morse potential. The relative error of the eigenvalues ranged widely, from 5.0D-14 for $v=0$ to $8.6 \mathrm{D}-10$ for $v=9$.

The fifth example is a symmetric nonlinear potential hole of the form $U(x)=$ $-V_{0} / \cosh ^{2}(\alpha x)$, where $V_{0}$ is a constant [3-5]. The potential is symmetric with respect to $x=0$ and has a finite value between $-V_{0}$ and zero. The number of bound states is also finite for this potential. The Schrödinger equation can be reduced to dimensionless form by introducing units of energy $E_{0}=\hbar^{2} /\left(2 m \alpha^{2}\right)$ and of length $\xi=\alpha x$. The eigenvalue for the bound state with quantum number $v$ is given by

$$
\begin{equation*}
\lambda_{v}=\left(E_{v} / E_{0}\right)=-\left\{-(1+2 v)+\left[1+4\left(V_{0} / E_{0}\right)\right]^{1 / 2}\right\}^{2} / 4 \tag{30}
\end{equation*}
$$

where $n=0,1,2, \ldots$ with $v<\left\{-1+\left[1+4\left(V_{0} / E_{0}\right)\right]^{1 / 2}\right\} / 2$, and the wavefunction is given in [3-5]. We show typical cases for $V_{0} / E_{0}$ in table 11 , where the degree is 14 , the whole interval and $h$ are $(-26.7,26.7)$ and $\frac{1}{24}$ for $V_{0} / E_{0}=1.0$, while the other corresponding values are $(-20.0,20.0)$ and $\frac{1}{32}$ for $V_{0} / E_{0}=2.0,6.0$ and 12.0. Since the eigenfunction extends widely for the finite-depth potentials, the whole interval should also be correspondingly wider. The eigenvalues and matrix elements of the Hamiltonian are of 13- to 15-digit accuracy.

## 5. Conclusion

We have developed a method for accurate numerical calculation of matrix elements in quantum mechanics in one dimension. Increasing the degree of the classical formulae yields fruitful results, i.e. high precision for interpolation, derivative, integration and solution of the eigenvalue problem of ordinary differential equations. We believe the method presented here is the most concise and accurate available.
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## Appendix. Derivation of the central-difference integration formula

Let a function $y=f(x)$ be given in tabular form at discrete and distinct ( $n+1$ ) points $y_{k}=f\left(x_{k}\right)$, centred at $x_{i}, k=i-(n / 2), i-(n / 2)+1, \ldots, i-1, i, i+1, \ldots, i+(n / 2)$, where $n$ is an even number and $x_{k}$ is arranged in increasing order. The integral over the three central points with interval $\left[x_{i-1}, x_{i+1}\right]$ is given in terms of the central difference $\delta^{n} f_{i}$ as

$$
\begin{align*}
\int_{x_{i-1}}^{x_{i+1}} f(x) \mathrm{d} x & =2 h\left[f_{i}+\frac{1}{6} \delta^{2} f_{i}-\frac{1}{180} \delta^{4} f_{i}\right. \\
& \left.+\frac{1}{1512} \delta^{6} f_{i}-\frac{23}{226800} \delta^{8} f_{i}+\cdots\right] . \tag{A.1}
\end{align*}
$$

This formula can be obtained by using the operational method for the central-difference integration formula $[28,85]$ or by integrating Stirling's formula [9]. Applying the formula of the central difference [30]

$$
\begin{equation*}
\delta^{n} f_{i}=\sum_{k=0}^{n}(-1)^{k}[n!/ k!(n-k)!] f_{i+(n / 2)-k} \tag{A.2}
\end{equation*}
$$

to the right-hand side of equation (A.1), we obtain the integration formula containing terms up to $\delta^{n} f_{i}$ for $n=6$ and 8 :

$$
\begin{align*}
\int_{x_{i-1}}^{x_{i+1}} f(x) \mathrm{d} x & =(h / 3780)\left[5 f_{i-3}-72 f_{i-2}+1503 f_{i-1}+4688 f_{i}\right. \\
& \left.+1503 f_{i+1}-72 f_{i+2}+5 f_{i+3}\right]+\mathrm{O}\left(h^{9}\right)  \tag{A.3}\\
\int_{x_{i-1}}^{x_{i+1}} f(x) \mathrm{d} x & =(h / 113400)\left[-23 f_{i-4}+334 f_{i-3}-2804 f_{i-2}+46378 f_{i-1}\right. \\
& \left.+139030 f_{i}+46378 f_{i+1}-2804 f_{i+2}+334 f_{i+3}-23 f_{i+4}\right]+\mathrm{O}\left(h^{11}\right) \tag{A.4}
\end{align*}
$$

The formulae for $n=2$ and 4 are shown in [9].
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